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- Euphemism Detection Shared Task – detect euphemisms given a 
training and validation set
- How do we ensure that the models are actually “learning” the 
euphemism-related concepts rather than simply memorizing the 
euphemistic terms?
- Solution: Evaluate performance on euphemisms that were unseen 
during training time

1. Few(k)-Shot – Randomly select a euphemistic phrase. Assign k of 
them to the train set, and the rest to the validation/test set. Repeat until 
desired test set size is achieved.
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2. Zero-Shot – Similar to 
above, with k=0

3. Zero-Shot (Categorical) – 
Use categories defined in the 
dataset by Gavidia et al 
(2022). Select one category 
for validation and testing, and 
keep the rest for training.

1. RoBERTa – Try both base and large. Fine-tune + predict.
2. GPT-3 (davinci) – Prompt with “Is the word [PET] used 
euphemistically in the following sentence: [SENT]”, where [PET] is the 
euphemism and [SENT] is the sentence. 
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- The overall results are generally quite good (i.e. few-shot and 
zero-shot performance is not far behind standard setting)
- Some categories of euphemisms (e.g. substances) performed quite well, 
while others (e.g. bodily functions) performed poorly
- GPT3 in general performed quite poorly
- GPT3 benefited from few-shot training particularly significantly


